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Information filtering is a technique to identify, in large
collections, information that is relevant according to
some criteria (e.g., a user’s personal interests, or a re-
search project objective). As such, it is a key technology
for providing efficient user services in any large-scale in-
formation infrastructure, e.g., digital libraries. To provide
large-scale information filtering services, both computa-
tional and knowledge management issues need to be
addressed. A centralized (single-agent) approach to in-
formation filtering suffers from serious drawbacks in
terms of speed, accuracy, and economic considerations,
and becomes unrealistic even for medium-scale applica-
tions. In this article, we discuss two distributed (multi-
agent) information filtering approaches, that are dis-
tributed with respect to knowledge or functionality, to
overcome the limitations of single-agent centralized in-
formation filtering. Large-scale experimental studies in-
volving the well-known TREC data set are also presented
to illustrate the advantages of distributed filtering as well
as to compare the different distributed approaches.

Introduction

Identification of relevant items in large information col-
lections has been a problem of central interest in the infor-
mation systems area. Its importance to efficient utilization of
on-line information resources is rapidly increasing with the
explosive growth of networked information in diverse do-
mains. Information filtering refers to a set of techniques and

tools developed to deal with this problem in a general way,
and several academic and industrial information filtering
systems currently exist (Mostafa, Mukhopadhyay, Lam &
Palakal, 1997; Oard, 2001; Seth, 1994; Yan & Garcia-
Molina, 1995). However, most of the reported work such as
those cited above relate to a centralized approach where a
single agent, incorporating all the knowledge (e.g., domain
vocabulary) or functionalities (e.g., representation, classifi-
cation, and user interest profile management), is used to
filter information. In Mostafa et al. (1997), for example, the
authors described a framework for information filtering by
decomposing the problem into three main stages of informa-
tion representation, information classification, and user in-
terest profile learning, plus additional modules for document
acquisition, and presentation to the user. Well-known tech-
niques were used for representation (vector-space model;
Salton, 1989) and classification (maximum clustering;
Tou & Gonzalez, 1974), while a reinforcement learning
algorithm (Thathachar & Sastry, 1985) was employed for
user interest profiling. The work presented in Mostafa et al.
(1997) deals with a single complete information filtering
agent operating in a single user environment. In experimen-
tal studies on relatively small data sets involving human
users, the method was found to perform well.

Such single-agent information filters face serious prob-
lems while dealing with relatively large-scale applications.
Creating a single monolithic large filter serving over a large
information domain leads to unacceptable computational
complexity and poor fault tolerance. A collaborative society
of agents involved in information filtering may overcome
many of these limitations, while resulting in a filtering
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performance that is very similar to that of a single large
monolithic agent. Although a few research results have been
reported on multi-agent information filtering or other infor-
mation services (discussed below), a systematic methodol-
ogy of developing such systems is still not clear. In particular,
an experimental study of performance evaluation on a
large-scale application, comparing different multi-agent ap-
proaches with each other and with a single-agent one, is lack-
ing. In this article, we present two approaches to multi-agent
information filtering that incorporate distribution with re-
spect to knowledge (complete filtering agents equipped with
different domain knowledge or thesaurus collaborating over
a network), or with respect to functionality (atomic agents
performing elementary sub-tasks of filtering). Two prototyp-
ical systems developed using the two approaches are de-
scribed, i.e., D-SIFTER for a distributed knowledge ap-
proach and SIFTER-II for a distributed functionality
approach. We also provide validation of the different distrib-
uted approaches with extensive large-scale information fil-
tering experiments performed with the popular TREC data
set. Such experiments highlight measurable advantages of a
distributed approach over a centralized monolithic one, as
well as provide benchmark comparisons between different
distributed approaches.

Related Work

According to Lewis (1995) one of the key classification
processes is determining topical labels for individual docu-
ments. More broadly, this means establishing for each docu-
ment a topical area or an identifier that represents the
semantic content of the document. This sense of classifica-
tion is more conventional, as typically understood in library
or indexing practices. Pharos (Dolin, Agrawal, El Abbadi, &
Pearlman, 1998) is a prototypical example of topical classifi-
cation system. The goal of this system, created by the
Alexandria Digital Library team, was to allow users to iden-
tify diverse contents on the Web based on keywords they
enter into the system. In a demonstration system, users could
enter keywords that were matched with the Library of Con-
gress Classification Scheme (LCC). The user then could se-
lect a list of newsgroups that were linked to the online LCC
version. In this system, LC classes were represented as re-
duced LSI dimensions and standard similarity measures
were used to match these vector representations with queries
and newsgroup articles. Similar document classification ap-
proaches have also been explored by Larson (1992), em-
ploying the LCC and the LC subject headings and by Cheng
and Wu (1995) using the Dewey Decimal Classification
scheme. The Construe system (Hayes, 1992) supplemented a
newswire database environment by automatically determin-
ing topical labels for Reuters news stories. In experiments
conducted with 674 labels and 723 stories it was found that
Construe could accurately place a document in its category at
least 94 of the time (described by the authors as Recall). Con-
strue was a rule-based system and as such it was strongly tied

to the domain of documents. One of the few recent examples
of a neural network application in topical classification of
documents was presented by Lin (1997). In this research, a
Kohonen feature map algorithm was used to partition docu-
ment collections into topical “regions” for the purpose of
visual display of the whole collection. The vector-space
model proposed by Salton (1989) was used for document
representation. A basic advantage of the Kohonen approach
is that it requires little prior user intervention to successfully
learn the distinct topical areas. Lin demonstrated the utility
of this algorithm across different document collections.
Multi-agent systems have grown out of the Distributed Arti-
ficial Intelligence community. Durfee and Montgomery
(1989) define a multi-agent system (MAS) as a loosely-
coupled network of problem solvers that work together to
solve problems that are beyond their individual capabilities.
These problem solvers, which are essentially autonomous,
distributed, and maybe heterogeneous in nature, are called
“agents” and usually have a single focus of control and/or
intention. The issues encountered in implementing the multi-
agent systems are communication, interaction, and coordina-
tion (Gasser, 1991). Multi-agent systems offer a way to relax
the constraints of centralized, planned, and sequential con-
trol, to provide systems that are decentralized, emergent, and
concurrent (Van Dyke Parunak, 1996). The advantages of-
fered by multi-agent systems are fault-tolerance, modular
software development, and flexibility (Baker, 1996).

Sykara and co-workers (Sycara & Zeng, 1996a, 1996b;
Sycara, Decker, Pannu, Williamson, & Zeng, 1996) have
investigated techniques for developing a distributed and
adaptive collection of information agents that coordinate to
retrieve, filter, and fuse information relevant to the user, task
and situation, as well as anticipate a user’s information
needs. They presented a distributed system architecture,
called RETSINA (Reusable Task Structure-based Intelligent
Network Agents), which has three types of agents: interface
agents, task agents, and information agents. In the system
of agents, information gathering is seamlessly integrated
with decision support. The MACRON multiagent system
(Decker & Lesser, 1995) uses a centralized planner to gener-
ate subgoals that are pursued by a group of cooperating
agents, using KQML, a standardized language for inter-
agent communication and negotiation. Wondergem, van
Bommel, Huibers, and van der Weide (1998), propose a
formal framework for multi-agent systems in the context of
information discovery, which is a synthesis of information
retrieval (IR) and information filtering (IF). Different types
of agents needed in information discovery applications were
described in terms of the operations they support and the
knowledge and information they use. The system webCobra
(de Vel & Nesbitt, 1998) can automatically recommend
high-quality Web documents to users with similar interests
on arbitrarily narrow information domains. Collaborative
filtering automatically retrieves and filters documents by
considering the recommendation or feedback given by other
users to the documents. SIGMA (System of Information
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Gathering Market-based Agents) (Ferguson and Karakoulas,
1996; Karakoulas & Ferguson, 1995) decentralizes decision
making for the task of information filtering in multidimen-
sional spaces such as the Usenet netnews. Different learning
and adaptation techniques are integrated with SIGMA for
creating a robust network-based application, which adapts to
both changes in the characteristics of the information avail-
able on the network as well as to changes in individual user’s
information interests. The Research Assistant Agent Project
(RAAP; Delgado, Ishii, & Ura, 1998) is devoted to support-
ing collaborative research by classifying domain specific
information retrieved from the Web, and recommending
these “bookmarks” to other researcher with similar research
interests.

Mukhopadhyay an colleagues (Mukhopadhyay, Peng,
Raje, Palakal, & Mostafa, 2003) described a solution, based
on machine learning, to the problem of identifying acquain-
tances (i.e., the most promising remote collaborators) in a
multi-agent system engaged in collaborative automated in-
formation classification. They showed that high quality clas-
sification can be obtained with reduced communication cost
and delay (in contrast to exhaustive agent interaction) by
such an intelligent selective interaction mechanism.

All these works, while being interesting applications of
multi-agent systems and information classification, do not
present a systematic methodology for developing a multi-
agent information filtering environment. In particular, at
least two different approaches, i.e., distributed knowledge
and distributed functionality, can be used to systematically
construct general-purpose multi-agent information filtering
systems that can be easily adapted to any domain of infor-
mation. These two approaches need to be effectively com-
pared. Further, a large-scale benchmark experimental study
is also lacking, which compares the different distributed ap-
proaches with each other and with a centralized approach in
terms of objective and quantitative performance measures.
These issues are addressed in this article where we describe
two different distributed multi-agent versions of an informa-
tion filtering system, extending our earlier work on single-
agent information filtering (Mostafa et al., 1997). These two
systems, based on distributed knowledge (D-SIFTER) and
distributed functionality (SIFTER-II), are different in their
approaches and algorithms from other known multi-agent
systems. We also report extensive experimental results with
the distributed filtering systems on the well-known TREC-9
OHSUMED data set. We compare the results of the distrib-
uted systems in terms of both quantitative measures of filter-
ing performance and processing time. These results, to our
knowledge, represent the first time that a comprehensive ex-
perimental study has been carried out with benchmark docu-
ment collections with multi-agent filtering systems, clearly
pointing out the advantages of the multi-agent approaches. It
is also worth noting that our multi-agent approaches are con-
ceptually different from collaborative filtering approaches,
since the former deal with collaboration between software
agents while the latter make use of human collaboration
in rating.

The Single-Agent and Multi-Agent Filtering
Approaches Employed

In this section, we provide brief overviews of our single-
agent filtering approach as well as our multi-agent ap-
proaches that are distributed with respect to knowledge and
functionality, as mentioned in the introduction.

Review of Single-Agent Centralized Filtering
(The SIFTER System)

The basic filtering model that was presented in a previ-
ously published article (Mostafa et al., 1997) for a single
agent, consisted of three main modules: information repre-
sentation, information classification, and user interest profile
learning, apart from other optional peripheral modules such
as information acquisition and information presentation.

Information representation. The representation module
converts a free-text document into a numerical or symbolic
structure that permits further computer manipulation. The
specific algorithm used is based on a thesaurus-based vector
space model (i.e., the tf–idf or term frequency–inverse doc-
ument frequency method; Salton, 1989). In this, a thesaurus
containing a set of linear or structured representative terms
are assumed to be available. A representative document set is
also assumed to be available. A new document is then con-
verted to a numerical vector of dimension equal to the cardi-
nality of the thesaurus where the ith element is given by

Wi � Ti � log(N�ni)

where Ti is the frequency of the ith term of the thesaurus in
the new document, N is the total number of documents in the
representative document set, and ni is the number of docu-
ments in the representative document set containing the ith

term of the thesaurus. The tf–idf is a simple, powerful repre-
sentation technique that is well-known in the Information
Retrieval community.

It is worth noting that the thesaurus is an important com-
ponent of the overall scheme representing the domain
knowledge. Later, in the context of distributed multi-agent
filtering, one approach will involve distributing or dividing
up this knowledge.

Information classification. The objective of information
classification is to organize the document vectors generated
by the representation module into equivalence classes. This
is accomplished in the present study by means of a similarity-
based unsupervised clustering algorithm (the Maxi-Min
clustering; Tou & Gonzalez, 1974) that does not require any
feedback from the user. The details of the algorithm imple-
mentation can be found in Mostafa et al. (1997). Briefly, it
consists of an offline cluster (centroid) discovery stage and
an online classification stage. During the cluster discovery
stage, a set of centroids or document vectors is computed
using the representative document classification. During the
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classification stage, a new document vector is classified to
the most similar centroid.

The time complexity of the implemented online classifi-
cation algorithm increases as the product NT � NC, where NT

is the number of terms in the thesaurus and NC is the number
of centroids (or clusters). Further, in empirical studies, NC

has been found to increase at least linearly with NT. This
makes the complexity of classification to be growing at least
as Hence, for very large domains represented by corre-
spondingly large thesauri, the online classification of docu-
ments may take unacceptably large time. This is one of the
major motivations for using multiple agents equipped with
disparate thesauri (knowledge) that may reduce the classifi-
cation time significantly.

User interest profile learning. The objective of the user in-
terest profile learning module is to model user’s interest for
each of the categories of information (as determined by the
classification module) and use this model to present relevant
information to the user in a rank-ordered fashion. This is
accomplished by utilizing online relevance feedback and a
reinforcement learning algorithm (Thathachar & Sastry,
1985). The information filtering task considered in Mostafa
et al. (1997) is an online iterative presentation and refine-
ment. This was realized by using two vectors, the profile
vector (denoted by d) and the action probability vector
(denoted by p) of dimensions equal to the number of clus-
ters. The d vector represents the user model and is computed
as the running average of relevance values given to docu-
ments belonging to each of the clusters. The p vector is used
to probabilistically select one of the clusters as the most rel-
evant one for presentation, as well as to make sure that all
clusters receive adequate user feedback. Both d and p vec-
tors are updated on the basis of user provided relevance
feedback using learning rules that are described in Mostafa
et al. (1997).

Multi-Agent Filtering: A Distributed Knowledge Approach
(The D-SIFTER System)

In a multi-user centralized (single-agent) scenario, a sin-
gle filtering agent is used to filter all documents pertaining to
all domains of information for users. Assuming that the do-
mains of interest for users may be different, this approach
employs a thesaurus that is the union of the thesauri for the
different domains. As the size of the thesaurus grows, so will
the number of clusters that will represent all domains of in-
formation. Further, the document set to be processed will be
the union of all documents in the domains of users’ interest.
Assuming that the centralized filtering server maintains sep-
arate profiles for each user, the online computation will in-
volve representation (using the extended thesaurus) and
classification (using the extended cluster space) for each of
the documents in the extended document set, and routing the
relevant documents to individual users based on the corre-
sponding user profile. Clearly, such a centralized approach
becomes computationally very expensive, fails to scale up

N2
T.

to a large number of users, and suffers from poor fault-
tolerance.

In the distributed knowledge approach, each user is
assumed to have a complete filtering agent (with representa-
tion, classification, and user profiling modules). However,
the thesaurus of each agent is only a (small) subset of the
master centralized thesaurus. The disparate nature of the the-
saurus represents the primary domain of interest for the cor-
responding user, and results in disparate classification space
as well. When an agent is unable to represent or classify a
given document using its own local thesaurus, it asks for col-
laboration from a remote agent with a different and adequate
thesaurus. The small nature of the local thesaurus (and the
corresponding small cluster space) results in fast processing
of the documents. The collaboration between the agents,
expected to occur for relatively few documents, helps to
achieve a filtering performance comparable to that of a cen-
tralized monolithic single filtering agent, but in a consider-
ably less time. Further, such a distributed approach offers
several advantages such as fault tolerance and privacy over a
single monolithic agent.

Distributed information classifier (DIC). In DIC, all
agents are identical, except for the thesaurus. The communi-
cation among different agents takes place in an indirect
manner through a common server. The server architecture is
fairly simple—it has a waiting queue for storing the docu-
ments that need assistance from other agents. Each agent has
its own result queue for storing the results of the classifica-
tion. When an agent fails to classify a document, it puts that
document into the waiting queue on the server. The agent pe-
riodically checks its result queue to see if there are any clas-
sification results, made available by other helping agents
(Raje, Mukhopadhyay, Boyles, Papiez, & Mostafa, 1997).

Distributed user profiler (DUP). The distributed classifi-
cation is the first part of the distributed module of
D-SIFTER. The distributed user profiler (Raje, Mukhopad-
hyay, Qiao, Palakal, & Mostafa, 2000) is the second part,
which focuses on how to expand the user profile learning
algorithm to the multi-agent collaboration scenario. In the
following description, the term local class is used to refer to
the classes before an agent collaborates with other agents,
remote classes indicate the classes used by other agents
while assisting this agent, and total classes is a combination
of the local and remote classes of a particular agent under
consideration.

Remote classes. Although, the user provides the feedback
to each document, in D-SIFTER, the feedback actually goes
to each class. During the cluster learning stage, each agent
generates several local classes. Each agent also has a
“NULL class,” where any unclassified document is placed.
Potentially, the documents in the NULL class can be further
partitioned into several groups, depending on the similarity
of the documents. As the thesaurus of each agent is limited,
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this further partitioning of the NULL class cannot be
achieved by its owner agent. However, with the help of other
agents, its decomposition can be discovered and the unclas-
sified set can be made as small as possible. To achieve this,
first we assign a universal identifier to each agent. When a
document is classified by another agent, it attaches a tag con-
sisting of its agent identifier and the class number to which
the document is classified. The combination of the agent
identifier and the class number is used to denote a remote
class. For example, if an agent’s identifier is “agent2,” and
the local class number is 3, the [agent2, 3], will uniquely
identify this class in the system. This method has a signifi-
cant advantage in that it provides a possibility for each agent
to keep a map from a local class number to the unified class
identifier. In addition, the distributed system is transparent to
the user. The user does not need to know which classes are
local and which classes are remote. Thus, in the user’s view,
the whole distributed multiple agents system behaves like a
centralized system.

Creation of the class map and user profile. To implement
the distributed user profile, we expanded the single agent
user profiling concept by including a new module called
recorder. Recorder is responsible for maintaining the map
from the local class numbers to the unified class identifiers:

where i is the agent identifier and j is the local
class number. This map is dynamically achieved by a con-
stant collaboration among agents. Initially, the map only has
information about the local classes. When an agent gets a re-
sult back from remote collaborator, it will check the identi-
fier of the collaborator and class number. If the combination
of the ID and class number is not in the local map, the agent
will increase the total class number by one and add this rela-
tionship to the map. Eventually, the map will become stable
and static, and then no new classes will be added to the map.
If a new agent is added to the system or the knowledge base
of an agent(s) is updated, then the process of establishing
the class map will again resume. Each time the user logs into
the system, the profile module will communicate with the
recorder module to check the current number of total classes.
If the total class number increases, the user profile will be
expanded accordingly.

Multi-Agent Filtering: A Distributed Functionality
Approach (The SIFTER-II System)

A further distribution of the filtering task can be achieved
by means of collaboration between agents performing het-
erogeneous elementary subtasks. This is referred to as the
distributed functionality approach, where the agents are not
complete filters but perform subtasks such as document
acquisition (wrapper agents), representation (representer
agents), classification (classifier agents), and user profiling
and interaction (user agents). Each user will have a specific
personal user agent. However, the other agents will form a so-
ciety that is shared. A complete information filtering task is
accomplished by means of a collaboration thread between a

f : NS 5Ci, j6

number of elementary heterogeneous information agents.
Such an approach is well suited to develop a large-scale, open
information filtering environment incorporating possibly a
multitude of algorithms for each subtask without redundancy
and effort needed to introduce complete filtering agents.

Agents in SIFTER-II. A generic agent, in SIFTER-II, has a
three-layered structure: a communication layer, a controller
layer, and an execution layer. The following is a brief de-
scription of the different types of agents used in SIFTER-II.

The administrator agent provides the directory service to
the SIFTER-II system. This agent provides all the informa-
tion of the non-agent services, such as the training service,
which will retrain the agent when the knowledge base is
changed and the sifter server service, which lets the users
communicate with their user agents, so that the agents can
share the services in the system.

Each domain agent concentrates on a single domain, such
as computer science or bioinformatics, of which it has a de-
fault knowledge base (thesaurus). When a domain agent
starts, it will broadcast a message to find the administrator
agent and register with it the domain name and the resources
in this domain. If the domain is already registered, the ad-
ministrator agent will ignore the registration. If not, the ad-
ministrator agent will keep this information and broadcast a
message to all user agents about the new domain.

Each wrapper agent is responsible for retrieving docu-
ments from a specific source and transforming the informa-
tion to a standard form. If there are new documents, the
wrapper agent will notify the domain agents about these
documents. The domain agents will broadcast the new docu-
ments to user agents.

The user agent is the proxy of the user. Each user has a
corresponding user agent, which has to be started by the user
with a valid username and password. When this user agent is
started, it first broadcasts a message to find the administrator
agent and then requests the system information, such as the
available domains and the location of the sifter server. After
that, the user agent configures itself and joins the multi-agent
community. The user agent keeps a user profile and updates
it by using user’s feedback. The user agent is also respon-
sible for coordinating with the domain agent to get new
documents and with the classification agent to classify the
documents. The user can expand the default knowledge base
or create a new one, and share their own knowledge with
other user agents. The knowledge sharing mechanism in
SIFTER-II works as follows: When a user agent has a new
document, which cannot be classified by a classifier agent,
using the knowledge base of the user agent, the user agent
will broadcast a help-needed message to other user agents. If
other user agents, which received the help message, have the
ability to assist, they will respond back to the originating
user agent. This user agent will choose one agent from them
and send the document to it. With this mechanism of the
knowledge sharing, the successful classification rate is im-
proved dramatically, thus improving the filtering perfor-
mance of the system.
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FIG. 1. Average classification time per document against the number of
agents in D-SIFTER.

The classification agent is in charge of classifying the
documents. It has a representation and classification module,
but does not have any knowledge base associated with it.
When a user agent gets new documents, it will advertise the
new task to classification agents and choose one agent from
the responses. Then, the user agent will send the document
and its knowledge base to the selected classification agent.
This architecture lets the classification of multiple docu-
ments to work in parallel, not over-loading any machine/
agent.

Experimental Results

In this section, we present experimental results on
the well-known TREC-9 OHSUMED document collection
(TREC, 2001) to compare Distributed Knowledge Multi-
agent (D-SIFTER), as well as Distributed Functionality
Multi-agent (SIFTER-II) systems. These results compare the
performances of the various systems in terms of well-known
information retrieval criteria (precision and recall; Salton,
1989), as well as computational time. It is worth pointing out
that, if computational time is not of concern, the precision
and recall performance of a complex, monolithic, single-
agent filter encapsulating all the knowledge and functionali-
ties of multiple agents can never be surpassed by the corre-
sponding multi-agent systems (D-SIFTER and SIFTER-II).
However, processing time is an important consideration in
practice, and the use of distributed approaches can make an
impractical real-world information filtering scenario with a
single-agent system (with a processing time of about 6 sec-
onds per document) more practical and realistic with multi-
agent systems (with a processing time of about 0.4 seconds
per document), as reported in the results described below.

Description of the TREC-9 OHSUMED Document
Collection

TREC-9 Information Filtering Track for the year 2000
uses OHSUMED document collection. The OHSUMED
training collection is a set of 54,710 references from
MEDLINE, the online medical information database, con-
sisting of titles and/or abstracts from 270 medical journals
published during 1987. The OHSUMED test collection is a
set of 293,856 references form MEDLINE, published over a
4-year period (1988–1991). The available fields are title, ab-
stract, MeSH indexing terms, author, source, and publication
type. William Hersh and colleagues (Hersh, Buck, Leone, &
Hickam) developed the OHSUMED document collection
for their information retrieval experiments. Some abstracts
are truncated at 250 words and some references have no
abstracts at all (titles only).

Description of the topic statements in TREC-9. There are
two primary sources of filtering topics for the TREC-9 Fil-
tering track: (a) a subset of the original query set developed
by Hersh and co-workers (Hersh, Buck, Leone, & Hickam,

1994) for their IR experiments, and (b) a set of MeSH terms
and their definitions (MESH, 2001). The topic statements
are provided in the standard TREC format and consist of
<title> and <desc> (� description) fields only. The meaning
of these fields is slightly different for each query type. In the
OHSUMED topics used in this study, <title> � patient de-
scription, and <desc> � information request. Physicians in a
clinical setting built the test collection as part of a study as-
sessing the use of MEDLINE (Hersh et al., 1994). Novice
physicians using MEDLINE generated 106 queries. There
are 63 OHSU topics available in the document collection.

Description of the relevance judgments in TREC-9. For the
OHSUMED topics, the results were assessed for relevance
by a different group of physicians, using a three-point scale:
definitely, possibly, or not relevant. For evaluation of our fil-
tering systems, all documents judged as either possibly or
definitely relevant will be considered relevant. For example,
in the OHSU1 topic, there are 6 relevant documents in the
training set and 44 relevant documents in the test set.

Comparison Between Distributed Knowledge (D-SIFTER)
and Distributed Functionality (SIFTER-II) Approaches

The master thesaurus consists of 9,241 terms that are cho-
sen from MeSH term field of the training document set. For
D-SIFTER, 3, 6, 9, and 12 agents were employed, corre-
sponding to the division of the master thesaurus into 3, 6, 9,
12 disjoint parts. For SIFTER (represented in the figures as
the case with one agent), 15,472 centroids were derived
by clustering using the entire OHSUMED collection. In
D-SIFTER, we adjusted the threshold parameter for cluster-
ing so that the total number of centroids in all agents to-
gether is nearly the same as that of SIFTER. Figure 1 shows
the average time for classifying one document against the
number of agents. Figures 2 and 3 show the filtering perfor-
mance in terms of standard quantitative criteria of Precision
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FIG. 2. Precision against the number of agents in D-SIFTER.
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FIG. 3. Recall against the number of agents in D-SIFTER.

relevant (meaning all documents in those clusters will also
be termed relevant) as the number of agents increases. It ap-
pears from the results that up to six agents can be easily used
in D-SIFTER instead of a single-agent SIFTER. This has the
effect of drastically reducing the average classification time
while retaining roughly the same filtering performance as
that of SIFTER.

Same sets of thesauri and centroids as D-SIFTER are
used by multiple user agents in SIFTER-II. Multiple user
agents are run while the number of classification agents is
kept always as one, for comparison purposes. Figure 4
shows the average classification time for classifying one
document against the number of user agents in SIFTER-II.
Figures 5 and 6 show the filtering performance in terms of
precision and recall, respectively, against the number of
user agents in SIFTER-II. It can be seen that the average
classification time for each document decreases drastically
with the increasing number of user agents in the systems.
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FIG. 4. Average classification time per document against number of user
agents in SIFTER-II.
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FIG. 5. Precision against number of user agents in SIFTER-II.

and Recall (Salton, 1989), respectively, against the number
of agents. It can be seen that the average classification time
for each document decreases drastically with the increasing
number of agents in the systems. The filtering performance
keeps almost constant with the increasing number of agents
in the D-SIFTER, until the number of agents exceeds six.
For example, with six agents, a speed-up of more than 20
was achieved (as indicated by the average time to classify a
document), as compared to a single agent. This is due to the
relatively smaller thesaurus and cluster space of each agent
in D-SIFTER as compared to those in a single monolithic
agent. It should be noted that document classification consti-
tutes the most time-consuming step of the filtering process.
It is also observed that as the number of agents in D-SIFTER
increases, the precision somewhat goes down, while a corre-
sponding increase in recall is observed. This can be attrib-
uted to the larger cluster space with increased number of
agents and the fact that more clusters will be identified as
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FIG. 6. Recall against number of user agents in SIFTER-II.

3 4 5 6 7 8 9 10 11 12
0

200

400

600

800

1000

1200

1400

1600

1800

Number of Agents for DSIFTER or
User Agents for SIFTER-II

A
ve

ra
ge

 C
la

ss
ifi

ca
tio

n 
T

im
e 

(m
s)

DSIFTER     

SIFTER-II (1)

SIFTER-II (3)
SIFTER-II (6)

FIG. 7. Average classification time per document of D-SIFTER and
SIFTER-II.

The filtering performance keeps almost constant with the
increasing number of user agents in SIFTER-II, until the
number of user agents exceeds a certain number. Comparing
the performance of SIFTER-II with that of D-SIFTER, the
filtering performances are almost same in terms of precision
and recall. However, as stated earlier, SIFTER-II is more
open and flexible than D-SIFTER.

SIFTER-II allows multiple documents to be classified in
parallel, thus, not over-loading any specific machine/agent.
Therefore, if there are multiple classification agents, it may
lead to a good performance in terms of classification time for
a certain number of documents, although the filtering perfor-
mance in terms of precision and recall is not related to the
number of classification agents. Just like what have been
done with 3, 6, 9, 12 user agents, an increasing number of
classification agents (1, 3, 6) are used to run SIFTER-II sys-
tem. The filtering performance is always the same with that
of SIFTER-II system with one classification agent. Figure 7

shows the average classification time per document for
SIFTER-II and D-SIFTER. It can be seen that the average
classification time is decreasing with the increasing number
of classification agents. Therefore, if machines are available
so that multiple classification agents can be run, better per-
formance in terms of time can be achieved in SIFTER-II.
This makes SIFTER-II more flexible because it can dynam-
ically change the number of classification agents according
to the system’s task load.

Comments and Conclusions

Fast processing of documents is critically important for
information filtering services, particularly in online environ-
ments. The main advantage of multi-agent distributed infor-
mation filtering is the possibility of achieving the same high
filtering performance as a monolithic single-agent filter, but
with a considerably reduced document processing time.
Such fast processing, along with other well-known advan-
tages of distributed computing systems (e.g., fault-tolerance,
openness, and flexibility), makes multi-agent implementa-
tions an attractive alternative to single-agent ones. While the
idea of a collaborative society of information agents offering
information services to users has been recently introduced, a
concrete case study documenting the advantages over a
single-agent system on a bench-mark document collection
has not been reported previously.

In this article, we described two approaches of develop-
ing distributed multi-agent information filtering systems,
i.e., distributed knowledge approach and distributed func-
tionality approach. These are extensions of our earlier work
on single-agent information filtering. Complete prototype
systems have been developed using the two approaches. We
also compared the performance of the distributed systems
with each other, with a centralized monolithic single-agent
filter. The performances of SIFTER, D-SIFTER, and
SIFTER-II systems have also been seen to compare favor-
ably with other filtering systems on the bench-mark
OHSUMED TREC-9 document collections (these results
are not presented in this article to conserve space but will
be presented elsewhere). Such comparisons are carried out
in terms of quantitative measures of filtering performance,
as well as document processing time whenever available.
These studies clearly indicate that multi-agent filtering
systems can be designed for real-world applications,
offering high filtering performances with fast document
processing.
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