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ABSTRACT
We developed a multi-agent framework where agents had
limited/distributed knowledge for document classification
and collaborated with each other to overcome the knowl-
edge distribution. Each agent was equipped with a certain
learning algorithm for predicting potential collaborators, or
helping agents. We conducted experimental research on a
standard news corpus to examine the impact of two learning
algorithms: Pursuit Learning and Nearest Centroid Learn-
ing. For a fundamental retrieval operation, namely clas-
sification, both algorithms achieved competitive classifica-
tion effectiveness and efficiency. Subsequently, the impact
of the learning exploration rate and the maximum collabora-
tion range on classification effectiveness and efficiency were
examined. Close investigation of agent learning dynamics
revealed increasing and stabilizing patterns that were en-
hanced by the learning algorithms.

Categories and Subject Descriptors
H.3.3 [Information storage and retrieval]: Information
Search and Retrieval—Information filtering ; H.3.4 [Infor-
mation storage and retrieval]: Systems and Software—
Distributed systems; H.3.4 [Information storage and re-
trieval]: Systems and Software—Information networks ; H.3.7
[Information storage and retrieval]: Digital Libraries—
Systems issues

General Terms
Algorithms, Measurement, Performance, Experimentation

Keywords
Information retrieval, distributed classification, multi-agent
system, learning, collaboration, effectiveness, efficiency
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1. INTRODUCTION
Classification, a knowledge organization mechanism, is a

way we humans understand the world by aggregating like-
entities [10, 28]. “The ability to classify is an essential part
of life [24, page 119]” Document Classification, or Cate-
gorization, has been a research area in Machine Learning
(ML) and Information Retrieval (IR) and is relevant to in-
formation extraction and knowledge discovery [8, 23]. It is
a fundamental function of IR and can be applied to vari-
ous digital library processes such as indexing and filtering
[24, 15, 7]. Traditional classification approaches assume
that global knowledge is available at a centralized place.
However, this assumption is rarely true in the real world.
Evidence is emerging that, given the distributed nature of
knowledge, collaboration is the main force driving knowl-
edge management/discovery and making possible the emer-
gence of a global brain [26, 21, 2]. The World Wide Web is
a good example of knowledge distribution, where Web sites
serve narrow information topics and tend to form commu-
nities through hyperlinks [4].

Distributed IR has become a fast-growing research topic
in recent years. Recent distributed IR research has been
focused on intra-system retrieval fusion, cross-system com-
munication, decentralized P2P network, and distributed in-
formation storage and retrieval algorithms [3]. Research
also concentrated on genetic algorithms for feature selec-
tion, intelligent crawling, information routing, etc. Model-
ing agent collaboration for document classification, however,
has drawn little attention from distributed IR researchers.
Related work, although limited, indicated potential for suc-
cess in this area. In a comparison between single-agent
and multi-agent classification, [19] discussed several advan-
tages such as fault tolerance, adaptability, flexibility, re-
source sharing, privacy, and economics.

One previous work used adaptive distributed agents for
crawling distributed information [13]. Following the same
direction, another research study employed distributed agents
to traverse links in an encyclopedia and answer user ques-
tions; the investigators studied the influence of learning in
the adaptive retrieval process [20]. The other studies used
collaborative agents to achieve better filtering and classifi-
cation performance collectively while presenting key issues
in designing a multi-agent framework for data mining and
classification [30, 25].



In recent years, Mukhopadhyay et al. examined applica-
tion of distributed agents to information filtering and classi-
fication tasks [16, 17]. Their research using an Acquaintance
List learning algorithm and other collaboration strategies
showed that learning helped distributed agents do classifi-
cation better without consuming too much communication
resources. However, their experimental results in terms of
classification effectiveness were not sufficiently competitive.
Another research study led to different collaborative learn-
ing algorithms and produced high classification effectiveness
but failed to measure efficiency [14, 5].

1.1 Research Problem and Questions
Document classification is a fundamental problem in IR

and, hence, by extension, in digital libraries. We found au-
tomated techniques for classification, particularly in the dis-
tributed Web setting, is an understudied area and there are
several key challenges that require closer scrutiny and study.

In this paper, we will describe a study examining the im-
pact of learning in a distributed environment where agents
learn to collaborate with each other for document classifi-
cation. We are particularly interested to know: to what ex-
tent learning can improve classification effectiveness without
sacrificing too much efficiency and what the differences are
among non-learning, random learning, and adaptive learning
algorithms. We also examine the characteristics of learning
dynamics, e.g., classification effectiveness over time.

2. DISTRIBUTED DOCUMENT CLASSIFI-
CATION

In our research, the knowledge for classification is repre-
sented by a set of terms we refer to as class-term vectors (we
elaborate on the vector structure below). A centralized clas-
sifier has global knowledge as all the class-term vectors are
maintained in one place. By dividing the class-term vectors
into small subsets and distributing them among multiple
agents, we are able to create a decentralized environment
where each agent has partial knowledge.

To study document classification, we first consider tradi-
tional classification methods, which are still applicable to
a distributed environment. These methods, described be-
low, include document representation and classification al-
gorithms. Then, we introduce information distribution and
discuss its influence on document classification.

2.1 Representation of Documents
For document representation, we use the widely used Vector-

Space Model [22] to construct document-term vectors. Fea-
ture selection produces a thesaurus for a document collec-
tion. This thesaurus is then used to represent each docu-
ment using the TF*IDF (term frequency * inverse document
frequency) weighting scheme. A document is then converted
to a numerical vector where the ith item is computed by:

Wi = Ti ∗ log(N/ni) (1)

where Ti is the frequency of the ith term of the thesaurus
in the new document, N is the total number of documents
in the representative document set, and ni is the number
of documents in the representative document set containing
the ith term of the thesaurus. TF*IDF is a well-known and
effective technique for term weighting [1].

2.2 Classification of Documents
To classify documents, we use a similarity measure based

on term vectors. Document-term vectors are produced by
the TF*IDF representation scheme described above while
each class is represented using the centroid of training doc-
uments prelabeled to the class. Then a similarity measure,
called Cosine Similarity Coefficient [9, 1], is used to com-
pute the cosine of an angle between two vectors. Given two
non-null vectors X = [x1, .., xt]

T and Y = [y1, .., yt]
T , their

cosine similarity is computed by:
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During classification, a classifier compares each document
with the available classes by computing their similarity val-
ues. Then the classifier chooses the class with the maximum
value and applies a threshold to determine whether the value
is high enough for the document to be classified to that class.

2.3 Distributed Knowledge and Collaborative
Classification

In a distributed environment, where only a subset of the
classes is available, a classifier (i.e. an agent) chooses the top
class in the subset and does not have global knowledge to
determine if the class is the most relevant or not. As knowl-
edge of each agent becomes limited in such a distributed
environment, the agents will not achieve high classification
quality if they work alone. They have to collaborate with
each other–to seek help from other agents when one fails. In
this study, the proposed agent collaboration model is illus-
trated in Figure 1.
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Figure 1: Agent collaboration network

As shown in Figure 1, the document distributor loads the
document collection and releases one document to a ran-
domly selected classifier agent each time. The chosen agent
takes the incoming document and tries to classify it. If it
fails to classify the document locally (i.e. the maximum
similarity score it has achieved is lower than a predefined
threshold), it asks another agent for help by sending the
document to the remote agent. If the remote agent succeeds
in classification, it sends the result back. Otherwise, it asks



another agent for help if only the range of collaboration is
smaller than a pre-defined maximum number (i.e. Maximum
Collaboration Range g, which we will discuss in detail), and
so forth. Only after the classification result is back will the
document distributor release another document.

The agents know nothing about their environment ini-
tially and learn to collaborate gradually. In this way, we are
able to observe the adaptability of the learning algorithms.
To avoid overdependence of agents on some neighbors, we
assign a random factor called Exploration Rate r to the
learning processes. In terms of the rate, an agent tries ran-
dom neighbors occasionally without relying on its knowledge
of neighbors who assisted in the past. We discuss this factor
in detail later.

We use the streaming model described above instead of
letting all classifier agents do classification tasks simultane-
ously. We simply discuss the main reasons here. Firstly,
as the document distributor distributes each document to
a randomly chosen agent, all agents have equal opportuni-
ties to do the tasks. Secondly, in this way, we are able to
track agent collaborations sequentially. This is especially
necessary for learning convergence analysis. Thirdly, each
document that has gone through the agent collaboration
network will train the agents so that they might do better
with documents coming afterwards. This increases the prob-
ability for a learning algorithm to converge. Depending on
the learning algorithm, an agent may get to know the agent
society after several iterations of collaborations and learn to
collaborate in a more effective and/or efficient way. Below
we present a discussion on learning algorithms we developed
for collaborative classification.

3. LEARNING IN THE DISTRIBUTED EN-
VIRONMENT

3.1 The Necessity of Learning
The distribution of knowledge requires agents to collab-

orate with each other and make possible the emergence of
global knowledge. For an agent to collaborate “intelligently”,
learning from its collaboration memory/history and under-
standing the environment is necessary. Moreover, the di-
versity of the documents brings about dynamic changes to
the classification tasks. Therefore, adaptive learning will be
helpful for the agents to keep up with such changes and de-
liver consistent service. Note that the “learning” here refers
to learning about peer agents, i.e. learning to collaborate,
instead of learning about document classes and learning to
classify into those classes.

In this study, we propose two learning algorithms. One al-
gorithm is based on a stationary view of the environment, i.e.
an agent that has helped a lot will continue to help regard-
less of changes in document content. The other algorithm is
content-sensitive and builds correlations between document
contents and the helping agents through collaboration and
learning. We will compare the two algorithms with non-
learning and random learning, and study the impact of the
Exploration Rate r and the Maximum Collaboration Range
g.

3.2 Learning Algorithm: Pursuit Learning
There have been a variety of reinforcement learning al-

gorithms proposed for different environments and learning

strategies. The reinforcement learning algorithm used in
this paper is called Pursuit Learning, which is a model-based
algorithm and assumes a stationary environment [18]. The
learning is not content-sensitive as it disregards the diversity
of document contents streamed at each agent. A description
of this algorithm is given below.

Suppose an agent has a finite number of actions, i.e. the
number of its neighboring agents. It performs one of the
actions and receives a certain reward because of the action.
Given an action probability vector P = [p1, ..., pn]N , where
each value pi denotes the probability with which the agent
chooses action αi and is set to 1/n initially. Let d = [di]
denote the underlying reward probabilities vector while dbis
the estimate of the d vector. dbi is the estimated probability
that action αi results in a reward, which is the cumulative
average of the reward values for each action. The learning
agent maintains and updates the p and dbvectors of dimen-
sions equal to the number of actions. αm is the unknown
optimal action (i.e., dm = maxn

i=1di). Si is the number of
times action αi has been tried so far. The desired behavior
is that pm should be approaching 1, all other pi’s should
approach zero. At instance k, choose an action in terms of
vector P and the exploration rate r:

91: rnd ← Randomize(1.0)
92: if rnd < r then {The agent “explores”}
93: Select an action randomly regardless of vector P
94: else {The agent predicts based on learned knowledge}
95: Select an action that has the maximum value in vector

P
96: end if

Assuming α(k) = αj is the action chosen. The agent asks
the agent j for help and receives the reinforcement βk. In this
βkis given the similarity score between the current document
and the chosen class computed by the helping agent. Then,
the agent updates dbj :

Sj(k + 1) = Sj(k) + 1 (3)

dbj(k + 1) = (Sj(k) ∗ dbj(k) + βk)/(Sj(k) + 1) (4)

If dbi(k) = maxn
i=1dbi(k), then Ei(k) = 1; otherwise Ei(k) =

0. After that, update the p vector by

pi(k + 1) = pi(k) + λ ∗ (Ei(k)− pi(k)) (5)

where λ is a constant that controls the learning speed and
convergence.

The objective of using the action probability vector is to
provide a chance for the agent to try all actions probabilis-
tically. If an action is attempted sufficiently often, the esti-
mate of its reward (the corresponding element of dbvector)
will be sufficiently close to its true value if there is one. This
implies that one element in the E vector will result in the op-
timal action. This, in turn, will result in the convergence of
the P vector to E, and hence, the optimal action. The con-
vergence property of the Pursuit Algorithm has been proven
[18].

3.3 Learning Algorithm: Nearest Centroid Learn-
ing

The Pursuit Learning algorithm described above assumes
that neighboring agents that have helped will also be help-



ful in the future. However, this assumption is hardly true.
The documents to be classified are diverse–an agent that
helped to classify one type of documents does not necessar-
ily succeed in another. For agents to learn and adapt to
this diversity, we also developed a content-sensitive learning
algorithm called Nearest Centroid Learning. The hypothe-
sis is that an agent will be able to help classify documents
“similar” to previous documents that the agent has helped
with.

In this learning model, each agent has an array of cen-
troid vectors C = [c1, ..., cn]N , each of which corresponds
to a neighboring agent/classifier. Initially, the array con-
tains null centroid vectors. An agent also has a collaboration
probability vector P = [p1, ..., pn]N , which has a number of
probability values corresponding to these neighbors.

An exploration rate value r is assigned in each experiment
and remains constant for all agents throughout that exper-
iment. Initially, without any collaboration, each value in
vector P is assigned the value 1/n (n is the total number of
its neighbors) equally. When the agent fails to classify a doc-
ument, it generates a random number between [0,1]. If the
number is between [0,r], then the agent randomly chooses
another agent for help. Otherwise, it asks the agent with
the maximum probability pm.

If the helping agent fails, then nothing happens at this
moment. If it otherwise classifies the document successfully,
the agent being helped updates the centroid corresponding
to the helping agent by adding the document vector and
re-computing the averages. Thus, after several iterations of
successful collaborations, there will be more non-null cen-
troids of the documents that the corresponding agents have
helped with. When the agent fails to classify a document
again, it computes the P vector using the following steps
with the exploration rate r and makes a prediction:

91: for i = 0; i < n; i + + do
92: P [i] ← CosineSimilarity(doc, c[i]) {doc is the current

document vector}
93: end for
94: rnd ← Randomize(1.0)
95: if rnd < r then {The agent “explores”}
96: Select an action randomly regardless of vector P
97: else {The agent predicts based on learned knowledge}
98: Select an action that has the maximum value in vector

P
99: end if

4. EXPERIMENTAL DESIGN

4.1 The Reuters News Dataset
We used the corrected Reuters Corpus Volumes 1 (RCV1-

v2) [12], a pre-labeled news collection made available by
Reuters, Ltd., for the document classification tasks. First,
we extracted the documents with single labels (i.e. each
document belongs to one class). This process resulted in
8,894 documents, which were divided into a training set of
6,394 documents and a test set of 2,500 documents. After
removing stop words and numbers, we stemmed the terms
and weighted them using TF*IDF. Then, the terms were
selected using a threshold on IDF values. 4,084 unique terms
were preserved.

The 6,394 documents were used for offline training of the
classifiers. This produced 37 document centroids for class
vector representation. In the centralized approach, we used

all the class vectors in one classifier. In the distributed en-
vironment, they were distributed among 37 agents equally,
i.e. each agent has one unique class vector. Then we used
the remaining 2,500 documents to run classification tests.

4.2 Evaluation Methodologies
Evaluating the effectiveness of learning requires proper

baselines for comparison. There are two extreme cases of
the agent society topology: a) the centralized approach with
global knowledge and b) a distributed agent environment
without any collaboration. The former defines an upper
bound while the latter serves as a lower bound baseline. Hy-
pothetically, an effective learning algorithm will help agents
collaborate with others properly and achieve better results,
approaching the upper bound. The following describes vari-
ables that will be controlled and/or measured in the exper-
iments.

In our experiments, we will use the number of agents to
control the knowledge distribution in the agent society, em-
ploy the two learning algorithms for agent collaboration, and
measure their effectiveness. We will also study the impact of
the following learning parameters: 1) the Exploration Rate r
that controls the probability an agent makes decisions based
on its learned memory or in a random way, and 2) the Max-
imum Collaboration Range g that denotes how deep a col-
laboration request can be forwarded when none of the helper
agents has succeeded to help (see Figure 1).

To measure the experimental results, we look at the fol-
lowing aspects: effectiveness, efficiency, and the learning dy-
namics. While efficiency can be evaluated based on the total
classification time, the learning dynamics will be analyzed
by studying classification quality over time. For measuring
classification quality or effectiveness, we will use Precision,
Recall, and F measure as described below.

Table 1: A contingency table
Expert Says Yes Expert Says No

System Says Yes a b
System Says No c d

Lewis [11] used a contingency table (Table 1) to summa-
rize the relationship between the system classifications and
the expert judgements for a set of classification decisions.
Then Precison, Recall, and F can be computed for each
class given:

P = a/(a + b) (6)

R = a/(a + c) (7)

F1 = 2 ∗ P ∗R/(P + R) (8)

Our document collection has 37 class labels. However, the
standard deviation of #labeled documents across the classes
is extremely high because of rare classes. In the training
set, the maximum has 2,840 documents while 6 classes do
not have documents. The average number of documents in
each class is 173 with a standard deviation of 521. Given
that the micro-averaging is more influenced by classification
performance on common classes while the macro-averaging
is influenced by classification performance on rare classes
[29], we will use the micro-F to present our results.



4.3 Software and Hardware Setup
For multi-agent classification experiments, we have de-

veloped a software framework called Multi-Agent Collabo-
ration for Classification of Information (MACCI). The sec-
ond version MACCI II takes advantage of an agent platform
named Cougaar Agent Architecture [6] and a machine learn-
ing framework called Weka [27]. MACCI II integrates the
two major software packages (both in Java) to facilitate re-
search experiments for modeling information retrieval based
on agent collaboration and learning.

Generally, each agent has a classifier plug-in to take care
of the classification tasks and can be configured to load a
variety of classification algorithms. A collaboration plug-
in includes several modules for the following purposes: to
ask for help when an agent fails to classify a document, to
respond to a help request when it is needed, and to ac-
knowledge and thus learn from a helping agent when it gets
helped. Each agent has a blackboard for relaying messages
to each other. The collaboration plugin is also configurable
so that different collaboration/learning algorithms can be
integrated.

The experiments were conducted on one Redhat Linux AS
4 server with dual Intel Xeon 2.8 GHz CPUs and 3.5 GB
RAM. 2GB memory was reserved for the experiments. The
Java Runtime Environment version for this was 1.5.0 03.

5. EXPERIMENTAL RESULTS
With the MACCI framework, we conducted the following

experiments on the RCV-v2 document collection. Firstly,
we used a single agent with all the 37 class vectors to do
classification. This simulated a traditional/centralized clas-
sifier and produced the upperbound baseline result. Then
we increased the number of agents to [2, 4, 8, 18, 37] and dis-
tributed the class vectors evenly among the agents–some
agents might have one more class if the class vectors could
not be divided equally. The larger the number of agents, the
more distributed the knowledge of the agent community. On
this stage, we did not introduce collaboration to the agent
community so that we could isolate the impact of knowledge
distribution.

On the second stage, we continued with the 37-agent com-
munity (i.e. the most distributed enviroment) and employed
the learning algorithms (i.e. the Pursuit Learning and the
Nearest-Centroid Learning) for agent collaboration. With
each algorithm, we tried different g, r values and recorded
both effectiveness and efficiency. We present the results be-
low.

5.1 Classification Effectiveness

5.1.1 Effectiveness baselines
Experiments of distributed classification without collabo-

ration produced the classification effectiveness (quality) base-
lines plotted below:

Figure 2 depicts the classification effectiveness vs. the
number of agents, each of which divides the global knowl-
edge equally and does not collaborate with others at all.
Figure 3 draws the same picture on log/log coordinates to
show tendencies more clearly. Note that when the num-
ber of agents is one, the situation is identical to a central-
ized approach where global knowledge is available in one
place. As we expected, when the number of agents increases,
Precision, Recall, and F decrease because knowledge (i.e.
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Figure 2: Classification effectiveness baseline
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Figure 3: Effectiveness baseline (log/log)

class vectors) becomes more distributed / sparse. From the
log/log coordinates, it is very noticeable that Recall and F
measure decrease dramatically while Precision looks a little
more stable. The stabilization of Precision is understand-
able given the classification threshold and the definition of
Precision (see Equation 6). When knowledge became more
limited (distributed), the agents produced fewer correct an-
swers, i.e. a smaller a in Table 1. However, due to the
threshold, they also made fewer positive decisions, i.e. a
smaller a + b in Table 1.

These results will serve as two baselines for measuring
classification effectiveness. The result achieved by one agent,
i.e. the centralized approach, represents the best possible
classification effectiveness. The results produced by distrib-
uted agents without collaboration produce a lower-bound
baseline given the assumption that collaboration and learn-
ing can improve the results to some degree. Table 2 presents
the baselines and some results achieved by the Pursuit Learn-
ing (PL) and the Nearest Centroid Learning (NCL). To
study the effectiveness of learning in the experiments that
follow, our focus is on the F measure that combines both
Precision and Recall.

5.1.2 Effectiveness of learning
Classification effectiveness vs. the max collaboration range
To test the effectiveness of learning, we first ran the ex-

periments for the two learning algorithms with a fixed explo-
ration rate r = 0.1 and different max collaboration ranges.



Table 2: Baselines and some results for 37 agents
Method g r R P F Time (s)
Centralized / / 0.845 0.919 0.880 839
Non-collab / / 0.023 0.286 0.040 841
PL 8 .05 0.544 0.806 0.645 1022
NCL 8 .0 0.596 0.771 0.670 4205
PL 32 .1 0.681 0.753 0.715 1142
NCL 32 .1 0.558 0.719 0.628 7444
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Figure 4: Classification effectiveness vs. max col-
laboration range (#agents = 37, r = 0.1 while g ∈
[20, 21, .., 25])

The classification effectiveness results in terms of F measure
are shown in Figure 4.

Note that when the max collaboration range is one, the
agents do NOT collaborate at all, representing the lower-
bound baseline. As shown in 4, both the Pursuit Learning
and the Nearest Centroid Learning improve classification
quality when the max collaboration range increases. This
indicates that a larger max range provides more opportuni-
ties for agents to collaborate with each other and increases
the probability of classifying more documents correctly. The
content-based Nearest Centroid learning achieved higher ef-
fectiveness than the Pursuit Learning when the max range
remained small (g ≤ 4). However, when g ≥ 8, the Pursuit
Learning was superior compared to the Nearest Centroid
Learning. This suggests that the content-based learning was
more accurate in predicting a helping agent within a small
collaboration range but seemed “reluctant” to discover more
when it was given more opportunities to collaborate. We will
take a closer look at this in later.

Classification effectiveness vs. the exploration rate
To measure the impact of the exploration rate on the

learning effectiveness, we ran the experiments for the two al-
gorithms with a fixed collaboration range (g = 8) and differ-
ent exploration rates (r ∈ [0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.4, 0.6,
0.8, 1.0]). Note that when the exploration r = 0, predict-
ing a helping agent is exclusively based on what an agent
learned without random exploration. When r = 1.0 , it is
random.

As shown in Figure 5, there exists an optimal point/zone
(r ≈ 0.05) for the Pursuit Learning. Classification effective-
ness (F) decreases on both sides of the optimal point. On the
one hand, the introduction of the randomness enables the
learning algorithm to explore unlearned/unfamiliar actions.
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Figure 5: Classification effectiveness vs. ex-
ploration rate (#agents = 37, g = 8 while r ∈
[0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0])

On the other hand, the randomness also introduces noise
to the classification tasks. For the Nearest Centroid Learn-
ing, the classification quality is the best when r = 0 and
decreases when the exploration rate increases. The Near-
est Centroid Learning actually explores even when r = 0.
When an agent cannot find a relevant centroid for an in-
coming document, every element in the probability vector
P is zero. In this case, the learner will choose an action
randomly. For the Nearest Centroid learning, this random-
ness probably had been sufficient for exploration. Therefore,
increasing its exploration rate did not help.

5.2 Learning Progression and Latency

5.2.1 Cumulative classification effectiveness over time
To study the effectiveness of a learning algorithm, close

investigation of its learning dynamics is helpful. We used
two approaches for this purpose. In the first approach, we
looked at cumulative classification effectiveness over time.
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Figure 6: Cumulative classification effectiveness
over time vs. max collaboration range
Left: Pursuit Learning; Right: Nearest Centroid Learning.

#agents = 37, r = 0.1 while g ∈ [2, 4, 8, 16, 32].

Figure 6 shows clear trends of increasing cumulative clas-
sification effectiveness. Both the Pursuit Learning and the
Nearest Centroid Learning stabilize or show tendencies to
stabilize after 500 steps or so. When the max range is larger



(e.g. 16, 32), the cumulative classification effectiveness sta-
bilizes more quickly and at a higher level. This is under-
standable as agents have more opportunities to collaborate
and learn with a larger max collaboration range.
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Figure 7: Cumulative classification effectiveness
over time vs. exploration rate
Left: Pursuit Learning; Right: Nearest Centroid Learning.

#agents = 37, g = 8 while
r ∈ [0, 0.01, 0.05, 0.1, 0.4, 0.8, 1.0].

Figure 7 draws the learning curves with different explo-
ration rates. Apparently, the learning curve with r = 1
(totally random) and the Pursuit Learning curve with r = 0
(no randomness) stabilized very quickly and were not able to
achieve high effectiveness. When r = 0, the Pursuit Learn-
ing lost its capacity to explore and to update its memory
after it had been initialized–once it received the first suc-
cessful help from another, it more or less stuck to that help-
ing agent. When r = 1, the learning algorithm was purely
random and would never learn more for better prediction.

As was discussed, with g = 8, the Pursuit Learning had
an optimal point for classification effectiveness where r ≈
0.05. On Figure 7, the Pursuit Learning (left) with r = 0.05
appears on the top and still shows a tendency of increasing at
the end. This suggests the learning algorithm can achieve
even better results with a larger document collection. A
similar pattern is found with the best result of the Nearest
Centroid Learning (r = 0).

5.2.2 In-session classification effectiveness over time
In the second analysis, the 2,500 documents were divided

into 100 sessions, each of which had 25 documents (steps).
Then we computed in-session classification effectiveness for
those sessions and plotted a moving average every 10 ses-
sions. We applied this method to the best results produced
by the Pursuit Learning and the Nearest Centroid Learning
respectively with a fixed max range g = 8 in Figure 8.

Again, Figure 8 shows that neither the Pursuit Learn-
ing nor the Nearest Centroid Learning converge. Both had
the tendency to increase. Obviously, the collection of 2,500
test documents was not sufficiently big for the learning al-
gorithms to converge in these experiments. Future research
with a larger test collection will probably produce better
results.

Yet as shown in Figure 6, when g ∈ [16, 32] with a fixed
r = 0.1, the cumulative classification effectiveness stabi-
lized. To examine the convergence of the learning algo-
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Figure 8: In-session classification effectiveness over
time (#agents = 37, g = 8)

Pursuit Learning, r = 0.05; Nearest Centroid, r = 0.

rithms closely, we applied the method to results produced
with r = 0.1, g = 16 (Figure 9).
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Figure 9: In-session classification effectiveness over
time (#agents = 37, g = 16, r = 0.1)

Figure 9 shows that the Pursuit Learning stabilizes very
quickly. The Nearest Centroid Learning does not stabilize at
the end, suggesting that further experimental investigation
of this algorithm is needed.

5.3 Classification Efficiency

5.3.1 Efficiency baselines
Classification time was recorded in each experiment and

analyzed. Experiments of distributed classification without
collaboration produced the classification efficiency (time)
baselines plotted in Figure 10.

All these baseline experiments were conducted on one
server, meaning that the overall computing resource was
fixed. When the number of agents increases, knowledge
(class vectors) used for classification becomes more limited,
thus consuming less computing resource for each classifica-
tion task. On the other hand, each agent thread also con-
sumes computing time even without running classification
tasks. The tradeoffs of these two factors resulted in the
curve shown in Figure 10.
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Figure 10: Classification efficiency baseline
Right: log/log coordinates.

5.3.2 Efficiency vs. max collaboration range
Figure 11 shows the overall classification time vs. the max

collaboration range given a fixed exploration rate r = 0.1.
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Figure 11: Classification efficiency vs. Max collabo-
ration range (#agents = 37, r = 0.1)

When the max range is one, there is no collaboration at
all (the efficiency baseline). As was expected, when the max
range increases, it takes longer to do classification. Clas-
sification time of the Nearest Centroid Learning increases
much more quickly than the Pursuit Learning, indicating
the content-based learning algorithm is more time consum-
ing. The continuous increasing pattern of the Nearest Cen-
troid Learning also suggests that the larger max range did
trigger more collaborations. In other words, in a certain
percentage of cases, the learning algorithm was not able to
find an agent that could offer successful help within a few
steps, i.e. a range smaller than the max range. Otherwise,
the curve would have stabilized when the max range was
sufficiently big (e.g. 32).

5.3.3 Efficiency vs. exploration rate
Figure 12 shows the overall classification time vs. the

exploration rate given a fixed max collaboration range g = 8.
As shown in the Figure 12 (the zoom-in view), the Pur-

suit Learning achieved optimal efficiency when r ∈ [0.1, 0.4].
This zone also relates to the optimal zone in Figure 5 where
the classification qualities are on the top. This is encour-
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Right: zoom-in of the Pursuit Learning curve.

aging as it indicates that there does exist an optimal zone
where high effectiveness and high efficiency meet.

5.3.4 Efficiency vs. effectiveness
To correlate efficiency (classification time) and effective-

ness (F measure), we plotted all experimental results (Figure
13). Some of the Pursuit Learning points come very close
to the centralized baseline, meaning the algorithm was not
only effective but aslo efficient in some experiments. The
Nearest Centroid Learning algorithm was effective but time
consuming and requires further investigation.
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6. SUMMARY AND FUTURE WORK
As the experimental results have shown, classification ef-

fectiveness of distributed agents without collaboration is
lower than the centralized approach and decreases dramati-
cally when knowledge becomes increasingly distributed. The
two learning algorithms used in our experiments for collab-
oration can both overcome the knowledge distribution ef-
fectively and improve the classification quality to a level
comparable to the centralized baseline.

As we expected, the Pursuit Learning was more efficient
than the Nearest Centroid Learning given that the latter
had to analyze a document content at each learning step.
Surprisingly, the Pursuit Learning algorithm, although not



content-sensitive, achieved competitive classification effec-
tiveness. Comparing the results with the centralized and
the distributed baselines showed that there did exist an op-
timal zone for the Pursuit Learning where high efficiency
and high effectiveness met.

The Pursuit Learning approach did not depend on doc-
ument content. By acquiring knowledge through reinforce-
ments based on collaborations this algorithm was able to
construct/build paths for documents to find relevant classi-
fiers effectively and efficiently. The Nearest Centroid Learn-
ing algorithm did not converge in several cases but produced
some interesting and stable patterns. These results con-
vinced us that taking into account document content should
bring some advantages to the learning process. Hence, com-
bining the advantages of the two learning approaches and
conducting experiments on larger test collections may be
a potentially useful direction for improving distributed IR
systems.

In the current simulation model, every agent potentially
knows about all neighboring agents and at least maintains
a pointer to each other. This is manageable with a mod-
erate number of agents but unrealistic when the number of
agents scales up. In a huge agent community, agents have
neither enough time nor capacity to interact and keep track
of all the others. Future research will involve studying agent
collaboration for document classification when each agent is
given a limited number of neighbors in a larger scale agent
society.
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