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ABSTRACT
We proposed and implemented a novel clustering algorithm
called LAIR2, which has constant running time average for
on-the-fly Scatter/Gather browsing [4]. Our experiments
showed that when running on a single processor, the LAIR2
on-line clustering algorithm was several hundred times faster
than a parallel Buckshot algorithm running on multiple pro-
cessors [11]. This paper reports on a study that examined
the effectiveness of the LAIR2 algorithm in terms of clus-
tering quality and its impact on retrieval performance. We
conducted a user study on 24 subjects to evaluate on-the-fly
LAIR2 clustering in Scatter/Gather search tasks by com-
paring its performance to the Buckshot algorithm, a classic
method for Scatter/Gather browsing [4]. Results showed
significant differences in terms of subjective perceptions of
clustering quality. Subjects perceived that the LAIR2 al-
gorithm produced significantly better quality clusters than
the Buckshot method did. Subjects felt that it took less
effort to complete the tasks with the LAIR2 system, which
was more effective in helping them in the tasks. Interest-
ing patterns also emerged from subjects’ comments in the
final open-ended questionnaire. We discuss implications and
future research.
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Search and Retrieval—Clustering, Search process

General Terms
Algorithms, Human Factors, Performance, Experimentation

Keywords
Scatter/Gather, exploratory search, clustering, user study,
interactive visualization, effectiveness, efficiency, scalability

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SIGIR’09,July 19–23, 2009, Boston, Massachusetts, USA.
Copyright 2009 ACM 978-1-60558-483-6/09/07 ...$5.00.

1. INTRODUCTION
Effective and efficient browsing methods for large text col-

lections have been widely examined. Among existing meth-
ods, Scatter/Gather browsing is well known for its ease of
use and effectiveness in situations where it is difficult to pre-
cisely specify a query [4, 9]. It combines search and interac-
tive navigation by gathering and reclustering user-selected
clusters.

The Scatter/Gather browsing method was first proposed
by Cutting et al. (1992) [4]. In each iteration, the system
scatters a dataset into a small number of clusters/groups,
and presents short summaries of them to the user. The user
can select one or more of the groups for future study. The se-
lected groups are then gathered together and clustered again
using the same clustering algorithm. With each successive
iteration the groups become smaller and more focused. Iter-
ations in this method can help users refine their queries and
find desired information from a large data collection.

Researchers also applied Scatter/Gather to browsing re-
trieved documents from query-based searches. It was found
that clustering was a useful tool for the user to explore the
inherent structure of a document subset when a similarity-
based ranking did not work properly [8].

Relevant documents tended to appear in the same clus-
ter(s) that could be easily identified by users [9, 16]. Re-
search analyzed how often subjects chose clusters with rel-
evant documents after issuing the first search and reclus-
tering results by means of the Scatter/Gather function. It
was found that users predominately chose the cluster with
the largest number of relevant documents [9]. It was also
shown that Scatter/Gather induced a more coherent view of
the text collection than query-based search and supported
exploratory learning in the search processes [16].

Since the Scatter/Gather method requires on-the-fly clus-
tering on a large data corpus, fast clustering algorithms are
essential. Clustering efficiency is often more important than
accuracy because it is the real-time interaction with the user
that potentiates the value of Scatter/Gather [8].

Two linear time clustering algorithms, namely the Buck-
shot and the Fractionation, were implemented for the origi-
nal Scatter/Gather method [4]. Both algorithms have O(kn)
time complexity, where k is the number of desired clusters
and n the total number of documents. As compared to the
Buckshot, the Fractionation algorithm is a little slower but
with higher accuracy. Although better than a quadratic time
complexity, O(kn) is not fast enough for large document col-
lections. A parallel version of the Buckshot algorithm, which



achieved a O(n log n) time complexity, was further proposed
and evaluated [10].

Research also investigated a method that used a precom-
puted hierarchy of meta-documents for further expansion of
selected items and reclustering of the subset [5]. Only deal-
ing with a subset of M meta-documents in each iteration,
the algorithm achieved constant interaction-time for Scat-
ter/Gather browsing. However, the reclustering process is
not efficient enough for real time interaction because M can-
not be too small (M >> k, the number of clusters needed).
On the other hand, by summarizing descendant documents,
meta-documents might be too large to be reclustered effi-
ciently, or too small to be accurately representative.

2. PROPOSED CLUSTERING METHOD
Notwithstanding the usefulness of the Scatter/Gather method,

real-world Scatter/Gather systems are rarely found. The ex-
isting algorithms for efficient clustering have not sufficiently
enabled on-the-fly clustering for responsive Scatter/Gather
services, particularly when dealing with large data collec-
tions and many concurrent users. Critical to online Scat-
ter/Gather is a clustering algorithm that can produce qual-
ity clusters within seconds, regardless of collection size. This
research has focused on the design and evaluation of a new
algorithm for this purpose.

In Section 2.1, we elaborate on the proposed LAIR2 al-
gorithm, which takes advantage of a precomputed hierarchy
but, different from [5], does not rely on meta-documents for
reclustering. In Section 2.2, we discuss findings on the ef-
ficiency of LAIR2 [11]. Then we move onto the focus of
this study and discuss the value and potential effectiveness
of the LAIR2 algorithm in Section 2.3 and 2.4, followed by
research questions in Section 3.

2.1 LAIR2 Algorithm
There exist a large number of data clustering algorithms,

which can be classified into two main categories, namely,
hierarchical algorithms and partitional algorithms [6]. A hi-
erarchical clustering algorithm generates a cluster hierarchy,
which is called a dendrogram. A dendrogram is a tree that
records the process of clustering. Similar items are con-
nected by links whose level in the tree is determined by the
similarity between the two items. Hierarchical algorithms
can be further divided into agglomerative and divisive meth-
ods. The major difference between the two is that an ag-
glomerative approach works in a bottom-up manner and a
divisive approach top-down.

A partitional clustering algorithm obtains a single layer
of data partition rather than a cluster hierarchy. In other
words, it is flat as compared to hierarchical methods. One
major advantage of partitional clustering algorithms is effi-
ciency. The widely used K-means method and its variances
belong to this category.

We present a novel on-line clustering algorithm called LAIR2,
which can greatly improve the response time of Scatter/Gather
browsing sessions. The algorithm is composed of two phases.
In the off-line phase, a cluster hierarchy is generated using a
hierarchical clustering algorithm. Later in the on-line phase,
drawing on the previously generated hierarchy, the LAIR2
algorithm is used to cluster user selected data items in nearly
constant time.

In the first phase of the LAIR2 clustering algorithm, an
arbitrary agglomerative (or divisive) hierarchical algorithm

can be used to construct a dendrogram (tree) of clusters
(e.g., Figure1), represented by a sequence of agglomerated
pairs of data points.

In each iteration of on-line Scatter/Gather clustering, we
produce clusters by taking advantage of the cluster hierarchy
or dendrogram constructed in the first phase. Suppose the
desired number of clusters is k and the number of clusters
selected is k′, where k′ < k. Now the problem is transformed
to finding k centroids of all data points previously clustered
into the k′ groups.

We split the current k′ selected clusters based on the pre-
computed dendrogram in a top-down manner. Starting from
the k′ branches, we move downward to sub-branches. When
a cluster pair merged at a certain height level is reached,
we split it by removing the entry and adding its two sub-
clusters. This process is repeated until k − k′ clusters have
been split, or k centroids have been identified.

This is essentially a cut-tree operation on the selected sub-
set. Figure 1 illustrates how different numbers of clusters
can be generated by cutting a tree at different heights. If,
for example, the two starred (with *) branches/clusters are
selected for Scatter/Gather, the dashed line in this figure
generates six clusters, i.e., c1 − c6, from the dendrogram.
More details on the algorithm can be found in [11].

Figure 1: A dendrogram illustration of LAIR2

2.2 Efficiency
Our previous research has demonstrated the high effi-

ciency of the proposed LAIR2 algorithm [11]. On a data
collection containing tens of thousands documents, the on-
line LAIR2 clustering algorithm runs several hundred times
faster than the parallel Buckshot algorithm [4, 10]. When
the size of data collection increases to hundreds of thou-
sands, the clustering time of our algorithm is still satisfac-
tory. For instance, even with an unusually large number of
targeted clusters k = 256, the average response time of the
LAIR2 algorithm (based on a single processor) is 0.4 sec-
onds on a dataset of 256, 000 documents. Please refer to
[11] for detailed results on the efficiency of the LAIR2 algo-
rithm and how it supported a real-time system for on-line
Scatter/Gather browsing.

2.3 Novelty and Flexibility
The LAIR2 method looks similar to another algorithm

that used precomputed hierarchical meta-documents [5]. They
both use a precomputed hierarchy for re-scattering and achieve
constant interaction-time. One might question the value of
the new algorithm here because of the similarities. Nonethe-
less, there are several essential differences. Firstly, although
both are of constant interaction-time, our approach simply



traverses the hierarchy and expands the selected clusters
without local reclustering. This further improves the on-
line interaction efficiency, essential to a system that provides
responsive services.

Secondly, our approach remains flexible for a user to select
any clusters in each iteration. Although some researchers
observed that approaches of this kind were too restrictive
and could serve only one cluster at each presentation [5],
this is not necessarily the case, as described in Section 2.1.
Whereas the method in [5] focused on coarse-grained pat-
terns of local subsets by reclustering meta-documents, our
approach maintains a global view of the local ones and rea-
sonably skips local reclustering. Previous research on Scat-
ter/Gather underestimated the flexibility of using a pure
hierarchy for reclustering and chose to follow more compli-
cated directions [5].

Research has supported the usefulness of traversing a hi-
erarchy without local reclustering. A cluster hierarchy was
used in a study to build an interactive hypertext browser and
was shown to be sufficiently comprehensive and flexible to
support a variety of user searches [3]. Whereas LAIR2 pro-
vides efficient on-line clustering, the off-line pre-computation
may take advantage of incremental hierarchical clustering
methods such as the one in [17] to better serve text collec-
tions that have frequent updates (e.g., for news).

2.4 Dynamicity and Effectiveness
Notwithstanding the fact that the LAIR2 algorithm is

able to dynamically generate various combinations of clus-
ters based on users’ choices, one may argue that this type
of algorithm is still “static” in the sense that clusters existed
before user selection. A real dynamic reclustering process
based on the local subset selected by the user will arguably
produce better results. We agree that this dynamicity, by
using new information that emerges from user selection, is
potentially desirable. However, very few existing clustering
methods take advantage of user selections to achieve better
dynamicity and thus effectiveness [13, 19]. We argue that
the LAIR2 algorithm based on a static precomputed struc-
ture is essentially not different from nor inferior to classic
methods in terms of clustering effectiveness.

3. RESEARCH QUESTIONS
Without further evidence, the effectiveness of the pro-

posed LAIR2 algorithm remains arguable. The major objec-
tive of the Scatter/Gather clustering is to better serve users’
information needs through interactive navigation. The ques-
tion becomes whether the LAIR2 algorithm can satisfy users
better in their search tasks, as compared to some classic clus-
tering algorithm for Scatter/Gather.

Furthermore, by shifting the computational burden to the
off-line phase, LAIR2 can fine tune the off-line process to
produce high quality hierarchical clusters for on-line Scat-
ter/Gather. Seen in this light, the LAIR2 algorithm is po-
tentially better than classic algorithms that must find a bal-
ance between efficiency and effectiveness on the fly. If this
is true, the proposed LAIR2 algorithm will have benefits of
both efficiency and effectiveness, thus enabling research on
the Scatter/Gather browsing to move forward from exper-
imental prototyping to real-world application. To sum up,
we have three levels of research questions below.

1. User-centric quality: Do users perceive clusters pro-
duced by LAIR2 as better than those produced by a classic

clustering algorithm for Scatter/Gather? (We will elaborate
on the classic Buckshot algorithm for comparison in Section
4.2.1.)

2. Task-oriented usability/utility: Is the LAIR2 algorithm
more effective in helping Scatter/Gather users find relevant
information?

3. Overall user satisfaction: Are users more satisfied with
the Scatter/Gather system supported by the LAIR2 algo-
rithm?

We are additionally interested in assessing the users’ in-
teractions with and perceptions of the Scatter/Gather vi-
sualization interface. We are also interested in the type of
tasks and contexts in which the Scatter/Gather interface is
useful, in comparison with more traditional search tools.

4. TWO SYSTEMS FOR COMPARISON
This study evaluated a Scatter/Gather information re-

trieval interface, by comparing the difference between two
different algorithms. Two systems, one based on the Buck-
shot clustering [4] and the other the proposed LAIR2 algo-
rithm, were implemented. The two systems shared common-
alities in system work flow (Section 4.1.1), document repre-
sentation (Section 4.1.2), feature selection (Section 4.1.3),
similarity measure (Section 4.1.4), and the user interface
(i.e., the Scatter/Gather browser, Section 4.1.5). They dif-
fered from each other in the clustering algorithms that sup-
ported on-the-fly gather-and-scattering. Section 4.1 elabo-
rates on the commonalities while Section 4.2 discusses algo-
rithmic differences.

4.1 Commonalities of the Two Systems

4.1.1 System Work Flow
Both systems began with preprocessing a text collection:

term extraction, stop-word removal, term weighting, and in-
dexing. We used the Lemur toolkit for language modeling
and information retrieval to process and index the docu-
ments [15], which was then used by the on-line browser for
clustering and document retrieval. When a user began a
session, the system clustered the entire collection and pre-
sented the results. The user selected favored clusters and
gathered and scattered them to produce new clusters. Typ-
ically, this process was repeated to refine the search results
until the user was satisfied.

4.1.2 Document Representation
For document representation, we used the well-known Vector-

Space Model [2] to construct document-term vectors. Fea-
ture selection (see Section 4.1.3) produced a thesaurus for a
document collection. This thesaurus was then used to rep-
resent each document using the TF*IDF (Term Frequency
* Inverse Document Frequency) weighting scheme. A doc-
ument was then converted to a numerical vector where the
ith item was computed by:

Wi = Ti · log(
N

ni

) (1)

where Ti is the frequency of the ith term of the thesaurus
in the new document, N is the total number of documents
in the representative document set, and ni is the number
of documents in the representative document set containing
the ith term of the thesaurus. TF*IDF is a well-known and
effective technique for term weighting [2].



4.1.3 Feature Selection
In order to further improve clustering efficiency for both

systems, feature selection (or dimensionality reduction) was
used to reduce the size of the feature space without sacri-
ficing clustering quality. Research compared several feature
selection methods and showed that the document frequency
thresholding (DF) method delivered competitive effective-
ness for categorization tasks until more than 90% of the fea-
tures were removed [20]. A similar pattern was also found
for text clustering: DF maintained good clustering quality
until more than 96% of the terms were removed [14].

DF thresholding is a simple technique and scales well to
large data collections [20]. Its complexity is linear to the
number of the training documents. Given its efficiency, and
the effectiveness discussed above, DF thresholding was used
for both Scatter/Gather systems to remove both frequent
and rare terms.

4.1.4 Similarity Measure
We used a well-known method for measuring pair-wise

similarities, which were then used by a clustering algorithm
to determine what to split or what to merge during each
clustering iteration. The Cosine Similarity Coefficient [2]
measures the cosine of an angle between two non-null vectors
(document-document, cluster-cluster, or document-cluster),
X = [x1, .., xt]

T and Y = [y1, .., yt]
T , by:

∑
t

i=1
xi · yi√

(
∑

t

i=1
x2

i
) · (

∑
t

i=1
y2

i
)

(2)

4.1.5 User Interface
We implemented a Scatter-Gather browser based on the

proposed LAIR2 algorithm. Using information visualiza-
tion techniques, this browser would help users refine their
search and narrow down search results interactively and vi-
sually. Another system enabled by the Buckshot clustering
algorithm [4] was implemented as well (see Section 4.2.1).
The two interfaces looked identical (Figure 2). Features of
the interface were carefully designed in terms of what repre-
sentations were most appropriate for Scatter/Gather, what
information could be efficiently conveyed through visualiza-
tion, and how all this could be integrated to support Scat-
ter/Gather interactions [12, 7]. As shown in Figure 2, the
primary elements of the user interface include:

1. Cluster (color-coded circle): a group of documents sim-
ilar/related to each other.

2. Cluster size (radius, log-tranformed): determined by
the number of documents that belong to a cluster. Note
that it is based on a log function of the number in order to
be scalable.

3. Cluster color: determined by the homogeneity of the
given cluster–the warmer the color, the higher the level of
homogeneity of the cluster.

4. Cluster position: determined by similarity of two given
clusters–similar clusters tend to be together.

5. Gather & Scatter button: function for clustering on
selected clusters, after which a new level of clusters will be
generated and displayed.

6. Back button: used to return to previous cluster selec-
tion at any time in the Scatter/Gather process.

7. Reset button: used to reset the Scatter/Gather browser
to its default initial state, i.e., to top level clusters.

Figure 2: Scatter/Gather browser

8. Slider: used to control the desired number of clusters.
Using the above mentioned functionalities, the systems

operate in the following way. The initial index page of
the Scatter/Gather browser shows, by default, seven clus-
ters/nodes displaying seven main topics of the the text col-
lection. These clusters are arranged near or away from each
other, based on similarities of associated documents. Mov-
ing the cursor over a specific cluster displays more informa-
tion about it in the middle window.

The list of articles (initially all articles) related to the
shown clusters is displayed in the bottom window. The first
page shows the first ten related documents with brief de-
scriptions and links to detailed information. Links to addi-
tional pages appear at the bottom of the current page. Click-
ing on a title will display the document in the bottom-right
frame, where the user can read the article and determine if
it is relevant.

For searching on the desired topic, the user selects one
or more clusters by clicking on the clusters. A blue border
appears around the selected clusters, identifying them as
chosen for further examination. To deselect a cluster, the
user clicks again on the same cluster and the blue border
disappears. To produce the iteration, the user presses the
Gather & Scatter button, located on the top left side of the
window. This produces a new display of clusters, showing
information related to the selected clusters.

In both the article list and article display frames, the user
is presented with a set of rating buttons, i.e., the icons show-
ing one star to three stars. The user can rate how relevant
the article is by clicking one of the “star” buttons (one-star
denotes somewhat relevant and three-stars highly relevant).
Once selected, the article will appear in the retrieved arti-
cles frame on the upper right side of the display. A “delete”
button (with a trash can icon) is provided in case the user
later decides that an article is irrelevant. The user can con-
tinue to search and select articles in this way. At any time,
the user can click on the Reset button to return to the de-
fault initial page (without losing any of the retrieved/ranked
documents).



4.2 Differences between the Two Systems
In this section, we will discuss the algorithmic differences

between the two systems for comparison. Section 4.2.1 elab-
orates on the processes involved in the Buckshot clustering,
a replication of [4]. Section 4.2.2 introduces the specific al-
gorithm we used for the off-line phase of the LAIR2 method
to pre-compute a hierarchical structure–the on-line LAIR2
clustering has been closely discussed in Section 2. In Section
4.2.3, we present strategies used to make the two systems
comparable in terms of efficiency in order to eliminate bias
in subjects’ evaluations on effectiveness.

4.2.1 Classic System: Buckshot
The initial paper on the Scatter/Gather method proposed

a three-phase algorithm for on-line clustering [4]: 1) Find k

centers; 2) Assign each document in the collection to a cen-
ter; and 3) Refine the partition so constructed. Our imple-
mentation of the classic system followed this method exactly.

Phase I: Buckshot for Finding Initial Centers
In the first phase, we used the Buckshot method, which

randomly sampled
√

kn documents, where k is the number
of desired clusters and n the number of documents related
to the user-chosen clusters. Then it applied a clustering
subroutine to the sampled set and returned the centers of
clusters found. This method maintained comparable quality
and was much faster than the Fractionation method also pro-
posed in the paper, desirable for on-the-fly Scatter/Gather

[4]. For the clustering subroutine within the
√

kn docu-
ments, we used the classic K-means algorithm with refine-
ments [6].

Phase II: Nearest Center Assignment
When the k centers from the

√
kn documents were pre-

sented, we simply assigned each document in the entire cho-
sen set to a center that maximized the pairwise similarity.
The representation of each center used the average vector
values of all documents that had been assigned to it. The
cost of the assigning procedure was kn.

Phase III: Partition Refinement
Now the cluster centers’ quality might not be sufficiently

good because it was only based on the
√

kn samples. We
needed to refine them further. The first strategy was to re-
peat the Nearest Center Assignment until the centers did not
move further or a finite number of times was reached. The
refinement typically improves the clustering very quickly
within the first few iterations but may worsen the partition
if continued too many times [4]. In our implementation, the
refinement ran for five iterations.

The second refinement strategy was to split the most het-
erogeneous clusters while the third merged the most similar
clusters. The implementation repeated five times for both
split and merge. It maintained k clusters after all the steps.
Please refer to [4] for more details on the method.

4.2.2 New System: LAIR2
As mentioned, the LAIR2 clustering had two phases: an

off-line phase for producing a cluster hierarchy and an on-
line phase for clustering using the existing hierarchy. This
study used Bisecting K-means for the offline phase to pro-
duce a clustering hierarchy (binary tree) [18]. See section 2.1
for details on the LAIR2 clustering algorithm, particularly
the on-line clustering.

Research has shown the superior effectiveness and effi-
ciency of the Bisecting K-mean method on several bench-

mark datasets [18]. The method uses the K-means with

k̂ = 2 to recursively divide a data set (and subsets) into two
and build a hierarchy. It also repeats the K-means to refine
the clustering quality in each divisive iteration.

4.2.3 Strategies to “Blur” Efficiency Difference
Our previous research found that the LAIR2 algorithm

was much faster than the parallelized Buckshot algorithm
running on multiple processors [10, 11]. In this research,
the focus is on the clustering effectiveness of the LAIR2 al-
gorithm, i.e. the quality of the produced clusters and how
well they helped the users find relevant documents. How-
ever, the presence of efficiency difference might have biased
the users’ perception of effectiveness. The following strate-
gies were used to blur the efficiency difference.

The efficiency difference was supposedly huge particularly
when the top level clusters were to be produced, which in-
volved the entire collection of documents. For Buckshot
clustering on the top levels, we used a caching mechanism
to reuse the results. Before the user study, the researchers
created automatic scripts to run through all possible com-
binations of top-three-level user selections and cached the
clustering results.

Note that in order to limit the number of all possible se-
lections, we purposely fixed the number of desired clusters
in each Scatter/Gather session to seven. In the actual study,
the Buckshot system worked comparably efficient using the
cache and the majority of subjects (19/24) were not aware
of a system difference when asked during the exit debriefing.

5. EXPERIMENTAL DESIGN
The purpose of this study was to determine if the LAIR2

algorithm could produce better clusters than the classic Buck-
shot algorithm and to determine if users were more satis-
fied with the results from the new algorithm. We argued
that, besides the huge efficiency gain, the proposed LAIR2
algorithm is at least equally effective as compared to the
classic Buckshot algorithm. That is, we hypothesized that
LAIR2 ≥ Buckshot in terms of the three levels of clustering
effectiveness as stated in the research questions (Section 3).

5.1 Methodology
The methodology employed for this study was a within-

subject study of 24 undergraduate students. Each subject
performed two of the four tasks (see Section 5.3) on the
LAIR2 system and the other two on the Buckshot method.
Combinations of task order and system order were created
using a Latin-square rotation and randomly assigned to the
subjects, which enabled three complete cycles of system-task
rotations. Through the system-task rotation, we made sure
that half of the subjects completed each task with the LAIR2
system and the other half completed the same task with
Buckshot. In addition, to avoid potential learning effects,
half of the subjects searched on the LAIR2 system first while
the other Buckshot first. Subjects were unaware of which
algorithm they were using and additionally unaware of the
fact that they were comparing two systems.

5.2 Subjects
Twenty four subjects were recruited by means of a mass

email sent to all undergraduate students at a single institu-
tion and offered $15 in exchange for one and a half hours of



their time. Once they arrived at the study and before con-
ducting any search tasks, the subjects were asked to com-
plete a demographic questionnaire which identified their age,
sex, year in school, major area of study, computer expe-
rience, Web searching experience, and the frequency with
which they read news articles.

The average age of the subjects in this study was 20 years
of age, with 50% of the subjects within the first two years of
their undergraduate career and the other 50% in the their
third and fourth years of study. Seventeen (71%) of the sub-
jects were female and seven (29%) of the subjects were male.
The subjects represented a variety of majors (17 different
areas of study), with the plurality of subjects (4) study-
ing journalism. The majority of the subjects indicated that
they were experienced with computers (91.6% indicated very
or fairly experienced) and Web searching (87.5% indicated
daily searching; 12.5% indicated weekly searching). They
also indicated high levels of frequency with reading news
articles (62.5% reporting reading news articles daily; 33.3%
weekly).

5.3 Document Collection and Tasks
The collection used for this study was a modified version

of the TREC 2005 High Accuracy Retrieval from Documents
(HARD) track–a corpus of news documents from 1996-2000
[1]. From the original corpus of documents, we removed
all those documents which had no relevance assessments.
The remaining subset was comprised of 33,660 documents
containing 6,479 unique relevant documents with 6,561 rel-
evance records for the 50 search topics/tasks (some docu-
ments were judged relevant to more than one topic). In or-
der to index this corpus, we removed 136,226 unique terms:
including stopwords (742 terms), frequent terms (document
frequency ≥ 3,000), rare terms (document frequency ≤ 30),
and all terms which began with a number. This left 20,167
unique terms for indexing/document representation.

Four tasks (search topics) were chosen from the TREC
2005 HARD track. These tasks were chosen for their di-
versity, their accessibility to a large audience, and because
they each had at least 100 relevant documents within the
collection (a total of 818 relevant records in the 33,660 docu-
ments). The selected topics were: Ireland Peace talks (topic
404), cult lifestyles (topic 325), teenage pregnancy (topic
658), and abuses of e-mail (topic 344).

Q1: How did the clustering affect your ability to complete the
task? (1 more difficult … 7 made it easier)

Q2 H ti fi d ith th lt i d? (1 tQ2: How satisfied were you with the results you received? (1 not
at all satisfied … 7 very satisfied)

Q3: How satisfied were you with the new clusters/topics after
h i li k d h G h & S b ? (1 lleach time you clicked the Gather & Scatter button? (1 not at all

satisfied … 7 very satisfied)

Q4: How much effort did it take to complete this task? (7 a lot of
ff 1 li l ff )effort … 1 very little effort)

Q5: How appropriate were the documents that the system
provided for the clusters you selected? (1 not at all appropriate

)… 7 very appropriate)

Q6: How confident were you of your ability to make the system
work to accomplish the assigned task? (1 not at all confident …
7 very confident)

Q7: How effective did you feel the system was in helping you
complete this task? (1 not at all effective … 7 very effective)

Q8: How familiar were you with the topic? (1 not at all familiar …
7 very familiar)

Figure 3: Post-Task Questions

5.4 Procedure
The researcher and subjects met one-on-one in a research

lab located in a university building. Subjects were offered
consent forms immediately upon arrival. After agreeing to
participate and filling out a demographic questionnaire, they
were shown a 10 minute video tutorial (using TREC topic
383: drugs for mental illness). Following the tutorial, sub-
jects were issued one of the four assigned topics and were
allowed up to 15 minutes to search on each task. After each
task, they were asked to evaluate the system using a post-
task questionnaire, shown in Figure 3.

Following completion of the four tasks and four post-task
questionnaires, subjects were asked to fill out a final open-
ended questionnaire, which was used to assess their overall
satisfaction with the Scatter/Gather interface.

6. RESULTS
Below we briefly discuss the efficiency of LAIR2 (Sec-

tion 6.1) and then focus on the effectiveness results from
the user study (Sections 6.2 and 6.4).

6.1 LAIR2 Efficiency
Our previous study investigated clustering efficiency of

LAIR2 as compared with a parallel Buckshot algorithm run-
ning on 8 processors. Experiments were run on a text col-
lection of around 50,000 documents to produce 32 and 64
clusters respectively. As shown in Table 1, LAIR2 is several
hundred times faster than the parallel Buckshot. Additional
experiments also demonstrated the scalability of LAIR2 – it
remained on a nearly constant clustering time when tested
on more than 250,000 documents [11].

# Clusters P. Buckshot (8 CPUs) LAIR2 (1 CPU)

32 5.936 x 100 8.134 x 10−3

64 1.165 x 101 1.957 x 10−2

Table 1: Clustering time (seconds)

6.2 Post-Task Questionnaire
The post-task questions examined the subjects’ satisfac-

tion and perception of clustering effectiveness during the
search tasks. Table 2 shows the mean values and difference
of the two systems in terms of each question. T-tests of the
differences and probability values are shown in the last two
columns.

PQ Buckshot LAIR2 DIFF STD t Pr
Q1 4.33 4.81 0.48 (0.31) 1.53 0.13
Q2 4.21 4.83 0.63 (0.34) 1.83 0.07 .
Q3 4.13 4.77 0.64 (0.29) 2.22 0.03 *
Q4 4.17 3.52 -0.65 (0.30) -2.18 0.03 *
Q5 4.56 5.06 0.50 (0.28) 1.76 0.08 .
Q6 4.65 4.92 0.27 (0.30) 0.90 0.37
Q7 4.38 5.00 0.63 (0.29) 2.16 0.03 *
Q8 3.90 3.75 -0.15 (0.34) -0.44 0.67
Signif. codes: ‘*’ p<.05, ‘.’ p<0.1

Table 2: Results: Post-Task Questionnaire

Note that Q8 was about a subject’s familiarity with each
search topic. We controlled for topic familiarity and did not



expect any difference in Q8 so as not to bias the evaluations
on clustering effectiveness. We found significant differences
at the 0.05 level in Q3 (satisfaction with the produced clus-
ters), Q4 (effort), and Q7 (system effectiveness). The LAIR2
system is significantly better than the Buckshot system in
terms of these three questions (all with small effect sizes
r2 ≈ 0.05). Note that for Q4 (effort), a lower value means
better system effectiveness that demanded less effort. Al-
though the mean values of LAIR2 are all higher than Buck-
shot in terms of the other questions, no significant differences
were found (Q2 and Q5 were significant at the 0.1 level).

In the user study, we controlled the order of the two sys-
tems to be used and the four tasks to be performed by the
subjects–they had equal opportunities to appear first/next
in the user tasks. From the results in Table 2, we also find
no significant difference in terms of topic familiarity (post-
task Q8). That is, the tasks performed on the two systems
were equally familiar to the subjects. This ensured that the
evaluations were not biased by potential learning effects nor
by the tasks/topics.

The significant difference of post-task Q3 indicates that
subjects were more satisfied with clusters produced by the
LAIR2 system after they clicked the Gather & Scatter but-
ton. It implies that LAIR2 produced better quality clusters.

At the task-oriented usability/utility level, significant dif-
ferences were also found. The subjects indicated that it
took less effort to complete the tasks using the LAIR2 sys-
tem (post-task Q4) and they felt that the LAIR2 system was
more effective in helping them complete the tasks (post-task
Q5).

6.3 Retrieval Effectiveness
In each task, we recorded subject’s retrieved documents

and compared them to the relevance base. Table 3 shows the
mean values and system differences in terms of precision,
recall, and F1 measures [2] – no significant difference was
found. Low recall values were due, in part, to the relatively
large number of relevant documents and time limit of each
search topic.

Measure Buckshot LAIR2 DIFF STD t Pr
Precision 0.603 0.651 0.047 (.068) 0.70 .49
Recall 0.061 0.082 0.012 (.024) 1.37 .17
F1 0.172 0.223 0.021 (.033) 1.37 .18

Table 3: Results: Retrieval Effectiveness

6.4 Final Questionnaire
The final questionnaire was used to collect general infor-

mation about the subjects’ experiences with the interface,
regardless of the underlying system differences. Four ques-
tions were asked in the final questionnaire:

1. What did you like about the system?
2. How could this system be improved?
3. How did you like the clustering element of the system?

Did it improve or impede your searching?
4. Have you ever used a searching tool that used visual-

izations, such as the one you just used? If so, please either
name or describe the tool which you used.

In response to question one, the subjects indicated that
they favored the ease of use, system design, and narrowing
functionality of the interface. Many subjects remarked that

the system had a short learning curve. They also appreci-
ated the ability to see all functions (searching, saving, clus-
tering) on one screen and not have to navigate between mul-
tiple screens. Finally, they enjoyed the narrowing function-
ality of the system, noting they liked the ability to quickly
eliminate large amounts of unrelated material.

In terms of improvements, a large number of subjects in-
dicated that they would have liked a hybrid approach, in
which they could use keyword searching to narrow down the
initial clusters and then proceed with the Gather & Scatter
function after the initial search. Some felt that the initial
groupings were vague and other clusters repetitive or indis-
tinguishable. They requested more clusters within each step
with a greater degree of specificity.

When asked whether the system improved or impeded
their searching, the subjects presented mixed responses, in
which they indicated that topic specificity and topic famil-
iarity dictated to a large degree whether the system hindered
or helped their searching. Most respondents agreed that it
was easier to search broad topics within the system, while
specific topics were more difficult. Many subjects indicated
that when they Gathered & Scattered to a very focused sub-
set, the clusters became less differentiable and the system(s)
impeded the searches.

They also felt that in the cases where they knew a lot
about the topic, the system slowed them down. In these
cases, they indicated that a traditional query-based search
was desirable, or at least a hybrid approach in which the ini-
tial searching was done via keyword, and the refining done
by means of Scatter/Gather [16]. This reinforces previous
studies of hybrid approaches [9] and encourages more inves-
tigation in this area.

The fact that clusters became less distinguishable within a
focused subset reiterates the importance of local reclustering
for potential dynamicity. Document/cluster representation
using global (or collection-wide) properties did not produce
sufficiently discriminative features for the local subset (or
subspace). Again, we argue that in order to produce more
dynamic and differentiable clusters in a subspace, methods
that take advantage of user selection information to reweigh
local features are desirable [19]. Future research on this will
be worthwhile.

Many of the comments from subjects indicated that the
perceived usefulness of such a system would be in exploratory
searching, or searching where it is difficult to precisely spec-
ify a query, reinforcing previous literature on Scatter/Gather
browsing [4, 9, 16]. When asked whether or not they had
used visual search systems, all subjects replied that they had
never used a search system similar to the one in this study.

7. CONCLUSION
The results of this study provide evidence on the compe-

tency of the precomputed-hierarchy-based LAIR2 algorithm
for online Scatter/Gather. The user evaluations supported
that, as compared to the Buckshot algorithm (a classic algo-
rithm for Scatter/Gather), the proposed LAIR2 algorithm
produced significantly better quality clusters from the sub-
jects’ perspective. Subjects also indicated that it took less
effort to complete the tasks on the LAIR2 system and they
felt the LAIR2 system was more effective in helping them
in the tasks. In terms of retrieval effectiveness, i.e., the ob-
jective measures of precision and recall, we found no signifi-
cant differences. Overall, the LAIR2 algorithm was at least



equally effective, if not better, in facilitating the retrieval of
the news articles.

Provided the fact that the on-line LAIR2 method is far
more efficient than the classic algorithms, its improved clus-
tering quality and comparable retrieval effectiveness, as re-
vealed in the experiments, will make this work a signifi-
cant contribution to the whole body of research on Scat-
ter/Gather. This will enable real-world systems to pro-
vide responsive Scatter/Gather services to on-line concur-
rent users.

As subjects’ comments suggested, we need to investigate
what made clusters within a focused subset less differen-
tiable and how a system can improve cluster/document rep-
resentation by utilizing new information based on user selec-
tions. Continued research on local reclustering and impact
of dynamicity on clustering effectiveness will be worthwhile.
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